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ABSTRACT 

  In every culture and era, education is considered the most fundamental reality 
and rule that societies prioritize and deem essential. Throughout the process 
spanning thousands of years, from the emergence of writing to the present day, 
education has undergone various forms and formats of change. Education has 
been a continuous guide for shaping, influencing, sustaining societies, and 
maintaining its dynamics throughout these historical processes. The continuous 
evolution and growth of education systems and formats worldwide, with changes 
affecting the quality of education, have the potential to influence nations and 
societies in every field, ultimately leading to the emergence of an informed 
society, achievable only through quality education. In this study, the aim is to 
determine the factors affecting students' academic performance and predict 
students' end-of-term academic grades using machine learning algorithms within 
the scope of Earned Value Management (EVM).  Such studies have great potential 
to increase efficiency in education, improve student achievement and improve 
education policies. With the use of machine learning algorithms, these goals can 
be achieved more quickly and efficiently. Five different machine learning 
algorithms, namely RF, KA, KNN, SVM, and NB, have been employed in the study. 
Binary and multiclass classification methods were used in prediction processes, 
and among these methods, the Random Forest (RF) algorithm achieved the 
highest success prediction rates of 0.97 and 0.93, respectively, in both 
classification methods. 

Keywords: EVK, random forest, education, machine learning 

INTRODUCTION 

In every culture and era, education has been acknowledged as one of the most fundamental realities 
and rules that all societies prioritize, emphasize, and deem essential. Over the thousands of years since the 
emergence of writing to the present day, education has undergone various forms and formats of change. 
Throughout these processes, education, which shapes and influences societies and cultures while 
simultaneously guiding continuous change, adapting to development, and preserving its dynamic structure, 
has been a phenomenon. The continuous evolution and growth of education systems and formats worldwide, 
undergoing constant changes, as highlighted by Abaidullah et al. (2015), contribute to the impact of 
education quality on nations and the societies within them in all fields. The emergence of an informed society 
is deemed possible only through quality education. In the current twenty-first century, characterized by the 
abundant emergence of knowledge, there is an observed increase in the need for education across all 
societies, as noted by Şahin and Tekdal (2005). 
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In today's rapidly advancing technological era, the volume of data is increasing rapidly in the field of 
education, as well as in all other areas, each passing day (Larose & Larose, 2014). The swift increase in data 
has led to recent applications of data mining techniques in the field of education, addressing a significant gap 
and contributing to the emergence of the concept of Educational Data Mining (EDM). These applications aim 
to enhance the impact, quality, and efficiency of educational systems (Peña-Ayala, 2014). Educational data 
mining is one of the applications of data mining, and its usage has become widespread in recent times, 
especially in student and school assessment processes. Data mining models used to extract relevant 
information from databases are generally categorized into two types: descriptive and predictive models 
(Romero & Ventura, 2007). The application of educational data mining in educational systems provides 
educational benefits in various fields for students, educators, academic officials, and administrators. When 
viewed by all participants in the education system, the products obtained through educational data mining 
applications offer the possibility of foresight that can benefit each participant in the system (Calders & 
Pechenizkiy, 2012). For example, aspects such as students' interest in the class, study durations, ages, family 
situations, genders, and socioeconomic statuses can be analyzed and predicted alongside end-of-term grades 
(Abdous et al., 2012). Additionally, the ability to predict potential glitches in the education and teaching 
process in advance is crucial. Rectifying and improving these glitches is achievable through educational data 
mining (Can, 2017). Due to these reasons, there is a proportional relationship between the quality of the 
education system and students' positive performance. As the quality of the education system increases, 
students' achievements also increase linearly (Andonie, 2010). In light of all these considerations, EVM is a 
technique that arises from the intersection of computer-aided sciences and educational sciences created by 
technology (Peña-Ayala, 2014). 

In this study, examples and quotations will be taken from EVM applications related to student performance 
in educational and teaching processes. A dataset that analyzes student performance in terms of 33 attributes, 
available in the Irvine Machine Learning Repository, was used in this study (Cortez & Silva, 2008). The features 
of the dataset will be further detailed in the subsequent sections. Using this dataset as a foundation, various 
machine learning methods were applied to analyze and predict student performance, resulting in successful 
outcomes. Additionally, the aim is to contribute to future studies involving various applications of EVM. The 
logical progression of the study is as follows:  

• Some of the past studies on student performance related to EVM will be examined. 

• The characteristics and operations of the machine learning methods to be used in the thesis will 

be discussed. 

• Performance predictions will be made on the selected attributes of the dataset to be used in this 

study using machine learning methods. 

• The values of the prediction results will be analyzed. 

• A comprehensive evaluation of the results of our study will be conducted, and conclusions will 

be drawn for future applications. 

Education and Instruction 

Education is considered an effort to intentionally and purposefully cultivate individuals with desired 
characteristics that align with the culture of society (Koçer, 1980). Instruction encompasses the planned, 
systematic education process delivered by specialized educators during an individual's school life. When an 
individual, or student, enters the education and instructional process, how instruction will be conducted, its 
duration, and all instructional processes are planned and presented (Eğiticinin Eğitimi, 2022). Instruction, like 
education, aims to instill positive and desired behaviors in the individual. Therefore, education encompasses 
instruction. If desired behaviors are instilled in the individual through instruction, then instruction turns into 
education (Akyüz, 1982). 
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Factors Affecting Academic Performance 

All individuals are born, raised, and live within a specific culture. Their beliefs, languages, and 
adherence to the moral rules of the society they are in vary accordingly. All these rules also shape a person's 
education and learning life (Ergün, 1994).  Studies on this subject address the effects of culture on learning 
from different perspectives. For example, a report by the Learning Forward organization emphasizes that the 
impact of culture on learning is not limited to students only, but teachers' teaching methods and educational 
policies are also affected by this interaction. This report states that cultural awareness is critical to ensuring 
justice and equity in education (Learning Forward, 2021). 

Throughout the process of education and instruction, various factors influence students' success, starting 
from the family environment. Among these factors are geographical location, socio-economic status, physical 
and mental conditions, societal structure, and influential characteristics of the environment. These factors 
sometimes positively, sometimes negatively affect students' achievements. Therefore, students need to be 
shielded from all negative influences to perform at their highest level throughout their education and 
learning life (Alkan and Kurt, 1998). 

In research on factors affecting student success, it has been found that various elements play an important 
role. Geographic location and socio-economic status stand out as critical factors in students' educational life. 
In addition, family environment, school resources and teacher quality also have decisive effects on success. 
For example, Shulruf, Hattie and Tumen  (2009) comprehensively examined the effects of a student's family, 
school, teacher, and curriculum on success. Additionally, researchers such as Hughes and Pearce (2003) have 
analyzed how socio-economic status and geographic location affect students' participation and success in 
higher education. These findings show that environmental and individual factors must be carefully managed 
in order for students to be successful in education. 

Academic success varies among students due to differences in their abilities, intelligence levels, research, 
and individual thinking characteristics. The learning coefficient, therefore, differs in each student. It is 
accepted that there is a positive correlation between intelligence and success (Yıldırım, 2000). Intelligence 
level is an important factor that directly affects students' academic success. Meta-analysis studies have 
shown that intelligence is a strong predictor of academic performance (Lozano-Blasco et al. 2022). 
Throughout the learning process, individuals, or students, should not be passive but demonstrate an active 
attitude, engage in success-oriented work, and be associated with the degree of self-regulation and self-
efficacy.  Students' ability to regulate their own learning processes and their motivation levels also play a 
decisive role in success. Salili, Chiu and Lai, (2001) studies examined the effects of motivational and self-
regulated learning components on academic performance. The degree of motivation, which is related to the 
desire for learning, is also associated with factors such as the time allocated for learning, the attitude towards 
learning, the problems encountered in the learning process, and the ability to overcome these problems. 
Individuals with high motivation actively participate in the process of education and instruction (Alemdağ et 
al., 2014). 

Literature Review 

While reviewing the studies conducted in past periods, research utilizing Earned Value Management 
(EVM) and machine learning methods was surveyed. Studies that would contribute to this thesis were 
selected and evaluated based on the combined use of EVM and machine learning methods. 

Upon evaluating these studies, it was observed that in 57 studies conducted between 2015 and 2020 (22.5%), 
decision tree algorithms were preferred. Naive Bayes classification algorithms were employed in 36 studies 
(14.2%), and Bayesian algorithms were frequently used in conjunction with decision tree structures. There 
were 45 studies (17.8%) involving Support Vector Machine algorithms, with regression models (linear-
logistic) often present in these studies. Artificial Neural Networks were preferred in 20 studies and generally 
used as a single model (Tosunoğlu et al., 2021). 
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Studies on Educational Data Mining 

In his study on computer usage and its implications, Petcu (2015) aimed to present quantitative 
research results on various aspects related to computer usage in the university learning process. The study 
covered areas such as the fields where computers are used, the impact and significance of computer usage 
in university education, faculty activities requiring computer usage, internet and website usage, as well as 
investments in information and communication technology and the accessibility of information technology 
resources. The research, conducted at Transylvania University, analyzed students' opinions regarding the 
computerization of the education system. Baradwaj and Pal (2012) opted for the categorization technique to 
analyze students' performance and the decision tree algorithm to separate data based on similarity. Through 
this applied algorithm, they revealed data explaining students' scores in the year-end exam. In this context, 
they arrived at the notion that instructors could serve as guiding mentors for students showing special needs 
or situations like leaving school. In his study on the emerging applications and trends in the field of computer 
science within the education system, Baran (2013) emphasized the close relationship between learning styles 
and educational data mining. Baker and Yacef (2009) conducted 45 studies on EVM, analyzing the reasons 
for the use of EVM based on their objectives. They classified these 45 studies into three main groups: 
improving student forms used in online education environments, enhancing domain forms, and providing 
pedagogical support to students along with presenting scientific studies related to their learning. Kumar et 
al. (2017) conducted a literature review to determine separate models for predicting the performance of 
students with different features, aiming to analyze the differences between predictive models using data 
mining in education. In a study by Erdoğan and Timor (2005), the correlation between students' university 
exam success scores and academic success scores during the university process was analyzed using the k-
means algorithm, a machine learning method. Ayık, Özdemir and Yavuz (2007) analyzed the correlation 
values and relationships between the types of high schools attended by students at Ataturk University, their 
high school ranking scores, and the faculties where they were placed at the university. This analysis was 
carried out using educational data mining techniques. 

Studies on Student Performances 

In their study on predicting student performance, Ghorbani and Ghousi (2020) achieved the highest 
success rate using the RF algorithm among classification machine learning methods, including RF, KNN, ANN, 
XGBoost, SVM, DT, LR, and NB. Şengür and Tekin (2013) used machine learning algorithms, specifically YSA 
and KA methods, to predict students' graduation degrees. They found that the YSA machine learning method 
was more successful than the KA method. Ibrahim and Rusli (2007) utilized three different machine learning 
algorithms, namely YSA, KA, and linear regression, to predict students' academic success. In this study, the 
general GPA of the students was considered as a significant factor, while factors such as family economic 
status, the school's education system, and the extent to which the student used information technologies 
were deemed less influential. The YSA algorithm provided the best prediction results in this study. Bhardwaj 
and Pal (2012) employed the Naive Bayes classification algorithm in their study conducted in Faizabad, India, 
to identify the factors that most influenced students' success during the semester. Mayilvaganan and 
Kalpanadevi (2014) used the KNN machine learning classification algorithm to predict students' academic 
performance in their study. Oloruntoba and Akinode (2017) used the support vector machine (SVM) machine 
learning algorithm to predict students' academic performance. They compared SVM with other classification 
algorithms and found that SVM outperformed the others. Belachew and Gobena (2017) used SVM, NB, and 
YSA algorithms to predict student performances in their study, achieving the highest prediction rate of 95.7% 
with the YSA algorithm. 

 Almarabeh (2017) used five different machine learning methods, namely Bayesian Network, J48, Naive 
Bayes, ID3, and Neural Network, to predict and analyze students' performances. Bayesian Network achieved 
the best accuracy rate among these algorithms. Qasem et al. (2011) applied a decision tree algorithm to help 
students choose the best academic process after graduation, achieving an accuracy rate of 87.9%. 
Osmanbegovic and Suljic (2012) used the NB algorithm to predict students' academic success based on data 
from Tuzla University, obtaining an accuracy prediction of 76.65%. Yukselturk et al. (2014) employed three 
different machine learning algorithms—KNN, NB, and ANN—to predict students' likelihood of dropping out 
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of school. The NB algorithm achieved a success rate of 70%, KNN achieved 87%, and the KA method with 10-
fold cross-validation achieved 79.7%. Ramesh, Ramesh and Ramar (2013) conducted a study in the 
Kancheepuram region of India, applying the NB, KA, Multilayer Perceptron, and Reduced Error Pruning 
methods to identify features affecting students' end-of-year academic performance and predict their final 
grades. Among these algorithms, the Multilayer Perceptron algorithm achieved the highest accuracy success 
rate of 72.38%. Ahmad et al. (2015) created a dataset pool for university students taking computer science 
courses to predict their academic success. They used the KA, NB, and Rule-Based algorithms for academic 
success prediction, with the Rule-Based classification algorithm providing the best result at 71.3%. 

METHOD 

 Materials 

The dataset to be used in this study was obtained from two secondary schools in Portugal by Cortez 
and Silva (2008). The attributes and features in the dataset were acquired through a survey. The dataset 
consists of 33 variables and 649 samples. The characteristics of the dataset will be examined in detail in a 
subsection. 

The dataset is structured under classification and regression models. The dataset is designed to predict 
the academic performance of the students, which is also the focus of this thesis. The dependent variable in 
the dataset will be considered as the end-of-term grade. The features in the dataset are shown in Table 1. 

Table 1. Feature Names In The Data Set 
Serial No Feature Name Serial No Feature Name 

1 School 
2 Gender 
3 Age 
4 Address 
5 Number of Family Members 
6 Marital Status of Parents (Married or Separated) 
7 Mother's Educational Level 
8 Father's Educational Level 
9 Mother's Occupation 
10 Father's Occupation 
11 Reason for Choosing the School 
12 Student's Guardian - Mother or Father 
13 Commute Time to School 
14 Weekly Study Time 
15 Grade Repetition 
16 School Support 
17 Family Educational Support 
18 Private Tutoring 
19 Participation in Social Activities 
20 Preschool Education, presence or absence 
21 Desire to Pursue a Bachelor's Degree 
22 Availability of Internet at Home 
23 Relationship Status 
24 Level of Relationship with Family 
25 Non-School Leisure Time 
26 Going Out with Friends 
27 Alcohol Consumption During School Hours 
28 Alcohol Consumption During Weekends 
29 Current Health Status 
30 School Absenteeism 
31 First Semester Grade 
32 Second Semester Grade 
33 Final Grade 

 Data Processing Tools 

 Python: Python, a programming language, was initiated by Guido Van Rossum, a Dutch national and a 
programmer, in the 1990s. Python, in terms of syntax, is considered to be easier than other languages and 
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does not require any compiler (Özgül, 2013). It is a free and open-source programming language. Python 
stands out from other languages due to the existence of numerous libraries. Among these libraries, 
prominent ones include TensorFlow, Keras, and Scikit-learn. In addition to these libraries, there are also 
libraries commonly used in data science and machine learning, such as pandas, numpy, and matplotlib, which 
serve data analysis and visualization purposes (Arslan, 2019). 

Pandas Library: The pandas library, developed for Python, facilitates many operations to be performed 
more quickly and easily. The pandas library is a library developed for the Python programming language. 
With pandas, time series, numerical array operations, and data structures can be easily created and 
processed (Chen, 2017). To install the library, it is sufficient to use the "import pandas" command in our 
application (Pandas, 2024). 

Numpy Library: It is a Python library developed for performing mathematical array operations quickly 
and easily in multidimensional arrays (Harris et al., 2020). To install the numpy library, simply type the 
"import numpy" command (NumPy, 2024). 

Scikit-Learn Library: Like many other free libraries within Python, the Scikit-learn library is also open 
source. The Scikit-learn library is one of the most widely used Python libraries for machine learning and data 
science. Due to providing a variety of algorithms, it enables the execution of multiple tasks (Karabay, 2024). 

Matplotlib Library: The Matplotlib library is a tool for visualizing data in static and interactive formats, 
with specific formats and various types of graphs. It allows for editable, zoomable graphics and enables 
obtaining high-quality outputs simultaneously (Matplotlib, 2024). 

Anaconda: Anaconda is a platform developed for performing tasks in applications such as machine 
learning, data analysis, and data science. It is a unified Python ecosystem that encompasses many application 
software and libraries. The Anaconda platform includes the Jupyter Notebook tool, which we will use in this 
thesis (Medium, 2024). The Anaconda platform is illustrated in Figure 1 below. 

 

Figure 1. The Anaconda Platform (Anaconda, 2024) 

Jupyter Notebook: Jupyter Notebook is software that provides support for programming in Python as 
well as other programming languages. The interface of Jupyter Notebook is very simple and straightforward. 
This simplicity allows the written code to be easily readable and compiled, making it particularly popular 
among those learning software development, especially the Python programming language (Tuzcu, 2020). 
The code screen and interface of the Jupyter Notebook application are illustrated in Figure 2 below. 
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Figure 2. The Jupyter Notebook Interface (Data Carpentry, 2024) 

Within the scope of this study, student academic performance will be predicted. In the prediction 
phase, an implementation will be carried out within Jupyter Notebook using the Python programming 
language and machine learning algorithms. Classification algorithms will be employed for prediction, and the 
following algorithms have been specified: 

• Decision Trees (DT) 

• Random Forest (RF) 

• Naive Bayes (NB) 

• K-Nearest Neighbors (KNN) 

• Support Vector Machines (SVM) machine learning 

The procedure to be followed using these algorithms is outlined as follows: 

Data preprocessing will be performed in Jupyter Notebook using the Python programming language, 
along with the pandas and numpy libraries. Subsequently, models will be created for prediction using the 
sklearn library. The generated models will be divided into 40% for training and 60% for testing. Initially, binary 
classification will be conducted for each machine learning method, followed by multi-class classification for 
the same models, revealing the accuracy rates and prediction speeds of the models. Additionally, cross-
validation will be conducted for each method and algorithm, allowing for the reevaluation of success rates. 

CRISP-DM Methodology Processes 

In data mining studies, the cross-industry standard process for data mining, known as the CRISP-DM 
cycle, is widely used in planning all steps from problem definition to reaching a solution (Şeker, 2018). The 
main method to be followed in this thesis will be shaped according to the CRISP-DM steps and flowchart. The 
CRISP-DM Steps and Flow are as follows: 

• Business Understanding or Problem Definition 

• Data Understanding 

• Data Preparation 

• Modeling 

• Evaluation 

• Deployment 
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The flow steps of CRISP-DM are as depicted in Figure 3. 

 

Figure 3. The Steps and Flow of CRISP-DM (Data Science Process Alliance, 2024) 

Understanding the Business and Defining the Problem 

In this stage, the definition of the problem is established. The aim of this study is to predict students' 
academic performance in the educational process using machine learning algorithms. Additionally, the 
intention is to reveal the impact levels of features, attributes, and variables affecting students' academic 
performance. The goal is to contribute to a faster, more efficient, and higher-quality progression of the 
educational process, obtain more qualified information about students, and provide meaningful, scientific, 
and useful feedback to students, educators, institutions, and stakeholders. 

Modeling 

During this stage, the process of designing and creating the actual model for practical application 
begins. In this step, the person responsible for the implementation analyzes and decides the proportion of 
data to be used for testing versus training in the model, prepares and establishes the test and training data 
pools for use in the model. Once the model is prepared, the application proceeds to the implementation of 
techniques to be used in practice. These techniques involve classifying the data allocated for training into 
classes, establishing relationships with training data, and applying clustering techniques. The training data 
and test data in the model are then comparatively tested, and the obtained results are analyzed. 

Evaluation 

In this stage, starting from understanding the business and defining the problem, the entire evaluation 
of data understanding, data preparation, and modeling stages is conducted. As described in the methodology 
section of this thesis, the evaluations of individual modeling for decision trees, random forest, naive Bayes, 
k-nearest neighbors, and support vector machines will be performed, including a comparative assessment of 
success rates. 

Machine Learning 

Due to the rapid evolution, development, and constant updates in technological revolutions in the 
current era, computers with high processing power have been produced. In this context, a vast amount of 
data has been generated, necessitating the need for processing and analysis. This emerging need has 
facilitated the widespread adoption of machine learning and its methods (Budak and Erpolat, 2012). Machine 
learning methods are developed to overcome the complexity of big data and enable meaningful analyses 
(Rashidi et al., 2019). Figure 4 illustrates the structure and steps of machine learning (Rashidi et al., 2019). 
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Figure 4.  The Structure and Steps of Machine Learning (Rashidi et al., 2019) 

Supervised Learning 

Supervised learning, one of the stages of machine learning, is a method and stage in machine learning 
that aims to generate a comprehensive function based on previously known data and outcomes or 
observations derived from that data (Nizam and Akın, 2014). 

Unsupervised Learning 

The unsupervised learning method aims to facilitate the learning process of previously unobserved and 
unknown data during system training. In unsupervised learning, the outputs of the data are not known, 
making it impossible to perform classification or recognition processes. Therefore, the unsupervised learning 
method is employed for purposes such as identifying relationships between data features, exploring 
probabilities, and clustering based on co-occurrence, as the outputs of the data are not known. As evident 
from the definition of supervised learning, the results obtained from unsupervised learning can be utilized 
within the framework of supervised learning methods (Ozgur, 2004). 

Reinforcement Learning 

Reinforcement learning is a machine learning method fundamentally based on a trial-and-error 
process. It involves the development of algorithms to enable learning by interacting with the environment 
within which the trained system operates, aiming to find the optimal path towards a goal (Cruz et al., 2015). 
The structure of the reinforcement learning method is illustrated in Figure 5. 

 

Figure 5. Reinforcement Learning Methodology Structure (Karagiannakos, 2018). 
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Machine Learning Algorithms: Decision Tree 

A decision tree can be comprehensively utilized in both regression and classification machine learning 
methods in data science and mining. As the name suggests, decision trees develop suitable paths to reach 
predefined goals based on the anticipated objectives. Since decision trees can be used for both classification 
and regression, they are sometimes referred to as classification decision trees and regression decision trees 
(Maimon and Rokach, 2014). The decision tree algorithm consists of interconnected conditions, where 
branches from one condition to another correspond to all possible outcomes. For example, a decision tree 
diagram created at a simple level for two input conditions, X and Y, is illustrated in Figure 6. 

 
Figure 6. Decision Tree Diagram (Kantardzic, 2011) 

Machine Learning Algorithms: Random Forest 

Random Forest, a machine learning method/algorithm, is a decision tree algorithm, commonly known 
by its name "Random Forest." This algorithm creates multiple decision trees and utilizes a subset of randomly 
selected features from each condition of these generated decision trees as a sub-feature condition. The data 
within each tree is selected and used to minimize the relationship between the other trees. The outputs 
produced by the selected trees, determined at a specified rate, are analyzed, and classification is performed. 
After this classification, the most frequently occurring result is accepted as the valid outcome (Oshiro et al., 
2012).  

Machine Learning Algorithms: Naive Bayes 

The Naive Bayes machine learning algorithm is commonly observed in scientific fields such as data 
science. It is a supervised learning method that falls under the category of machine learning. This method is 
used to predict the probability of a specific feature belonging to different predefined class sets. In this 
classification method, the Bayes decision formula is applicable (Alqaraleh, 2021). The Bayes theorem is a 
crucial aspect in numerical or mathematical statistical calculations. In the process of modeling any event 
within the scope of the Bayes theorem, it aims to obtain outputs using universally accepted assumptions by 
objective observers (Akar and Gündoğdu, 2014). The formula for Bayes' theorem is illustrated as shown in 
Figure 7. 

 

 

In the formula, P(A) represents the probability of the input data for the given problem scenario, P(B) 
denotes the probability of the output, P(A/B) signifies the probability of the occurrence of output B given 
input A has occurred previously, and P(B/A) expresses the probability of the occurrence of output B given 
that input A has happened before (Orhan and Adem, 2012). 

Machine Learning Algorithms: K-NN Algorithm 

The K-NN method, a machine learning technique, performs the learning process conditionally based 
on the data present in the dataset. In the learning process, a newly encountered data instance is considered 

Figure 7. The formula for Bayes' theorem 



 Malaysian Online Journal of Educational Technology 2024 (Volume 12  - Issue 4 ) 

 

 141 www.mojet.net 

 

in the same category as the data instance in the dataset based on relational similarity (Mitchell, 1997). The 
KNN classification system relies on a logic that measures the distance between data instances from the same 
or different sets based on similarity conditions (Cömert, 2016). In the measurement of this distance, a pre-
determined distance value is used to calculate which class the source, with an unpredictable class, is close 
to. 

The most commonly used distance formula in calculating the similarity distance for the KNN machine 
learning algorithm is the Euclidean distance. This distance measurement formula is illustrated in Figure 8 (Hu 
et al., 2016). In the K-NN algorithm, the variable K is utilized. When a new data point is added to the system, 
its classification is determined by examining the distances to the nearest K neighbors. The decision is made 
based on which class the data point is closer to among its K nearest neighbors. 

 

Figure 8. Euclidean Distance Formula 

Machine Learning Algorithms: Support Vector Machines 

Support Vector Machines, belonging to the supervised learning class of machine learning, is a machine 
learning method with a statistical foundation. The mathematical algorithmic processes within the method 
have been developed for the classification of both binary and multiclass linear features, and over time, 
nonlinear data features have also been incorporated into the classification process. Support Vector Machines 
can develop a decision function to separate two classes most efficiently (Vapnik, 1999). The support vector 
machines algorithm has been used in the process of making predictions in various fields (Cristianini and 
Shawe-Taylor, 1999). 

FINDINGS 

Attribute Analysis of The Dataset 

The dataset consists of 33 features, with 16 of them being numerical and the remaining 17 being 
categorical variables. The names and types of the features are presented in Table 2. 

Table 2. Attribute Names and Types of The Dataset 
Sequence No  Attribute Name  Type 

1 School Object 
2 Gender Object 
3 Age İnt64 
4 Address Object 
5 Number of Family Members Object 
6 Marital Status Object 
7 Mother's Education Level İnt64 
8 Father's Education Level İnt64 
9 Mother's Occupation Object 
10 Father's Occupation Object 
11 Reason Object 
12 Parent Objet 
13 Commute Time to School İnt64 
14 Study Time İnt64 
15 Class Repetition İnt64 
16 School Aid Object 
17 Family Support Object 
18 Private Tutoring Object 
19 Participation in Social Activities Object 
20 Preschool Education Object 
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21 Desire to Pursue Higher Education Object 
22 Availability of Internet at Home Object 
23 Relationship Status Object 
24 Level of Relationship with Family İnt64 
25 Non-School Leisure Time İnt64 
26 Hanging Out with Friends İnt64 
27 Alcohol Consumption during School Hours İnt64 
28 Alcohol Consumption on Weekends İnt64 
29 Current Health Status İnt64 
30 School Absenteeism İnt64 
31 Grade1 İnt64 
32 Grade2 İnt64 
33 Final Grade İnt64 

 Binary Classification 

In the data preparation phase, detailed under the Methodology section's CRISP-DM methods in the 
3rd stage, we organize the feature "Final Grade" in the dataset through binary classification to prepare it for 
the modeling stage. The Final Grade consists of grades ranging from 1 to 20. Before modeling, the Final 
Grades are categorized as low for grades 1-10 and high for grades 10-20. The binary classification process is 
illustrated in Table 3. 

Table 3. Binary Classification Final Grade 
Binary Classification  Final Grade 

High 20>=Final Grade=>11 
Low 10>=Final Grade=>1 

 Multi-Class Classification 

The first prediction model will be implemented using the binary classification method, while our 
second prediction model will utilize the multi-classification approach. Final grades ranging from 1 to 20 have 
been divided into five categories: very high, high, medium, low, and very low. The distribution of grades and 
corresponding levels is presented in Table 4. 

Table 4. Multiclass Classification Grade Distribution 
Final Grade  Level 

0-9 Very Low 
10-11 Low 
12-13 Medium 
14-15 Good 
15-20 Very Good 

 Categorical Variable Transformation 

There are 17 categorical features, i.e., object type, in the dataset. To apply these categorical variables 
to the prediction algorithm, it is necessary to convert them into numerical data types. In this context, 
categorical variables have been transformed into numerical data types, specifically uint8. After this type 
transformation, the feature count has increased from 33 to 41. This increase is due to the situation where 
one feature results in a sub-feature. 

Results Obtained by Binary Classification 

By employing binary classification, the K-NN, RF, GA, NB, and SVM machine learning algorithms 
provided prediction results, with the RF algorithm achieving the most successful outcome at a rate of 0.91. 
The RF algorithm is followed by SVM with a rate of 0.87, K-NN with a rate of 0.86, GA with a rate of 0.85, and 
finally, NB with a rate of 0.72. Success rates and the time elapsed in prediction are provided in Table 5 below. 
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Table 5. Algorithm Success Rates and Elapsed Time 
Algorithm Name RF SVM KNN KA NB 

Success Rate 0,91 0,87 0,86 0,85 0,72 
Elapsed Time (s) 0.12 0.095 0.17 0.05 0.06 

 Results of The Random Forest Algorithm: Analysis of Important Features with Random Forest 
Algorithm 

The main theme of this study is the prediction of student performance, with the reference feature for 
measuring success being the students' final grade. The final grade is the dependent variable, meaning it is 
influenced by other features. The graph depicting the features from most influential to least influential on 
the final grade using the Random Forest algorithm is shown in Figure 9. 

 
Figure 9. Feature Ranking Impacting Final Grade  

Results of The Random Forest Algorithm: The Five Most Important Features and Coefficients with 
Random Forest 

The final grade is a dependent variable that is influenced by all features with specific coefficients. The 
names of the influencing independent variables and their impact coefficients are shown in Table 6. 

Table 6. Influencing Features and Their Coefficients 
Impact Order  Feature Name Impact Coefficient 

1 Grade 2 0.24 
2 Grade 1 0.18 
3 School Absenteeism 0.05 
4 Time Spent with Friends Outside 0.032 
5 Age 0.031 



 Malaysian Online Journal of Educational Technology 2024 (Volume 12  - Issue 4 ) 

 

 144 www.mojet.net 

 

 Results of The Random Forest Algorithm: Cross-Validation for Random Forest Prediction 

To assess the accuracy and prediction success of our model, a 5-fold cross-validation has been 
performed. According to the results obtained from cross-validation, a rate of 0.94 was achieved in the 5th 
cross-validation. Without cross-validation, the obtained result was 0.91. The cross-validation coefficients and 
their average are shown in Table 7. 

Table 7. Cross-Validation for Random Forest 
Order  Coefficient Value Average Coefficient 

1 0.89 

0.91 
2 0.93 
3 0.88 
4 0.88 
5 0.94 

  The decision tree algorithms have achieved the 3rd most successful prediction outcome in the binary 
classification prediction model. 

Table 8. Prediction Accuracy of Decision Trees 
Decision Decision Tree 

Success Rate 0.85 
Compilation Time 0.05 

 To assess the accuracy and prediction success of our model, a 5-fold cross-validation has been 
performed. According to the results obtained from cross-validation, a rate of 0.93 was achieved in the 2nd 
cross-validation. Without cross-validation, the obtained result was 0.91. The cross-validation coefficients and 
their average are shown in Table 9. 

Table 9. Cross-Validation Scores for Decision Trees 
Order  Coefficient Value  Average Coefficient 

1 0.91 

0.89 
2 0.86 
3 0.86 
4 0.91 
5 0.91 

The data has been processed using the Naive Bayes algorithm and binary classification method. The 
results are presented in Table 10. 

Table 10. Naive Bayes Prediction Accuracy 
Decision Decision Tree 

Success Rate 0.72 
Compilation Time 0.06 

To assess the accuracy and prediction success of our model, a 5-fold cross-validation has been 
performed. According to the results obtained from cross-validation, a rate of 0.78 was achieved in the 2nd 
cross-validation. Without cross-validation, the obtained result was 0.72. The cross-validation coefficients and 
their average are shown in Table 11. 

Table 11. Cross-Validation Scores for Naive Bayes 
Order  Coefficient Value Average Coefficient 

1 0.64 

0.69 
2 0.78 
3 0.63 
4 0.72 
5 0.67 

 The data has been processed using the KNN algorithm. The results are presented in Table 12.  
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Table 12. KNN Prediction Accuracy 
Decision Decision Tree 

Success Rate 0.86 
Compilation Time 0.17 

 To assess the accuracy and prediction success of our model, a 5-fold cross-validation has been 
performed. According to the results obtained from cross-validation, a rate of 0.92 was achieved in the 4th 
cross-validation. Without cross-validation, the obtained result was 0.86. The cross-validation coefficients and 
their average are shown in Table 13. 

Table 13. Cross-Validation Scores for KNN 
Order  Coefficient Value  Average Coefficient 

1 0.84 

0.86 
2 0.82 
3 0.87 
4 0.92 
5 0.86 

 The data has been processed using the SVM algorithm. The results are presented in Table 14. 

Table 14. SVM Prediction Accuracy 
Decision Decision Tree 

Success Rate 0.87 
Compilation Time 0.009 

 To evaluate the accuracy and prediction success of our model, a 5-fold cross-validation has been 
conducted. According to the results obtained from cross-validation, a rate of 0.92 was achieved in the third 
and fourth cross-validation. Without cross-validation, the obtained result was 0.87. The cross-validation 
coefficients and their average are shown in Table 15. 

Table 15. Cross-Validation Scores for SVM 
Order  Coefficient Value Average Coefficient 

1 0.87 

0.89 
2 0.88 
3 0.91 
4 0.87 
5 0.91 

 Results Obtained by Multi-Class Classification 

In the first section, binary classification was performed using five different algorithms to predict 
success rates, and the success rates of the algorithms were compared. In this section, multiple classification 
was performed, and the success rates of these five algorithms were compared again. Cross-validation was 
conducted separately for each algorithm, and the success rates of each algorithm were evaluated. Finally, in 
the analysis conducted using the GridSearch library, it was concluded how much of the Final Grade data in 
the dataset was correctly predicted. Among the algorithms performed with multiple classification, the most 
successful prediction rate was achieved with the Random Forest algorithm with a 0.97 success rate. The 
decision tree algorithm followed with a success rate of 0.72. The ranking of other algorithms in terms of 
success rates is as follows: KNN with a success rate of 0.70, SVM with a success rate of 0.66, and Naive Bayes 
Algorithm with a prediction success rate of 0.34. The prediction success rates obtained from the algorithm 
are shown in Table 16. 

Table 16. Prediction Accuracy Rates and Prediction Durations 
Model RF KA KNN SVM NB 

Success Rate 0,93 0,72 0,70 0,66 0,34 
Prediction Time (s) 0,14 0,07 0,007 0,09 0,04 

 The results of Multiple Classification with the Random Forest Algorithm are presented in Table 17. 
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Table 17. Random Forest Multiclass Classification Accuracy 
Model RF 

Success Rate 0,93 
Prediction Time (s) 0,14 

 The Cross-Validation results of Multiple Classification with the Random Forest Algorithm are presented 
in Table 18.  

Table 18. Results Obtained by Applying Cross Validation to Tandom Forest 
 1 2 3 4 5 Avg 

Cross Validation 0,97 0,92 0,94 1 0,97 0,96 
Rates       

 The GridSearch results of Multiple Classification with the Random Forest Algorithm are presented in 
Table 19.  

Table 19. Random Forest Gridsearch Results 

Level Sensitivity Precision Score Success 

Very High 0,80 0,50 0,62 

High 0,61 0,83 0,70 

Medium 0,65 0,46 0,54 

Low 0,67 0,74 0,70 

Very Low 0,92 0,92 0,97 

Average 0,76 0,75 0,75 

 In the framework of the decision tree algorithm, the importance order of the data in the dataset and 
the importance coefficients of these data within the dataset have been extracted. These features are shown 
in Table 20.  

Table 20. Dataset Importance Coefficients 
              Order Feature Index Name Importance       Coefficient 

1 15 Final       0.412082 
2 14 Note 2 0.138535 
3 13 Note 1 0.088713 
4 5 Class Repetition 0.018968 
5 12 School Absenteeism 0.015272 
6 10 Weekend Alcohol 0.015202 
7 1 Consumption 0.014803 
8 8 Mother's Education Level 0.014607 
9 0 Going Out with Friends Age 0.013219 

10 6 Relationship Level with Family 0.012738 
11 7 Non-School Leisure Time 0.012467 
12 14 Study Time 0.012448 
13 11 Current Health Status 0.012347 
14 2 Father's Education Level 0.012088 
15 9 School Time Alcohol Consumption 0.011334 
16 3 School Transportation Time 0.010686 
17 19 Number of Family Members 0.010256 
18 36 Private Lessons 0.010056 
19 17 Gender 0.009779 
20 31 Reason 0.009684 
21 38 Pre-school Education 0.009459 
22 37 Participation in Social Activities 0.009334 
23 35 Family Support 0.009295 
24 22 Mother's Occupation_1 0.008544 
25 23 Mother's Occupation_2 0.008314 
26 34 School Assistance 0.008251 
27 26 Father's Occupation_1 0.008137 
28 32 Guardian 0.008129 
29 18 Address 0.008060 
30 29 Reason2 0.007588 
31 40 Pre-school Education Existence 0.007499 
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32 27 Social Activities 0.007374 
33 20 Family Support 0.006721 
34 30 Mother's Occupation_3 0.005700 
35 28 Mother's Occupation_4 0.005547 
36 33 School Assistance 0.005223 
37 16 Father's Occupation_2 0.005130 
38 24 Guardian2 0.004888 
39 21 School 0.004775 
40 39 Mother's Occupation_5 0.004157 
41 25 Mother's Occupation_6 0.002589 

The first five features that influence the prediction result are illustrated in Figure 10 below. The first 
five important features, in order, are the final grade, Note 2, Note 1, class repetition, and school absenteeism. 
The success rates of Decision Trees in Multi-Class Classification are shown in Table 21. 

 
Figure 10. Top Five Important Features 

Table 21. Decision Trees Multiclass Classification Accuracy 
Model RF 

Success Rate 0,72 
Prediction Time (s) 0,0049 

Multi-Class Classification Decision Trees Cross Validation Results are presented in Table 22. 

Table 22. Results Obtained by Applying Cross Validation to KA 
 1 2 3 4 5 Avg 

Cross Validation Rates 0,71 0,75 0,65 0,56 0,67 0,66 

 Multi-Classification Decision Trees GridSearch Results are given in Table 23. 

Table 23. Decision Trees Gridsearch Results 
Level Sensitivity Precision Score Success 

Very High 0,93 0,88 0,90 
High 0,92 0,92 0,92 
Medium 0,91 0,83 0,87 
Low 0,85 0,94 0,89 
Very Low 0,98 0,97 0,97 
Average 0,92 0,91 0,91 
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 The success rates of Decision Trees in Multi-Class Classification are shown in Table 24. 

Table 24. KNN Multiclass Classification Accuracy 
Model RF 

Success Rate 0,70 
Prediction Time (s) 0,007 

 Multi-Classification KNN Cross Validation Results are presented in Table 25. 

Table 25. KNN Cross Validation Results 
 1 2 3 4 5 Avg 

Cross Validation Rates 0,71 0,75 0,65 0,56 0,67 0,66 

 Multi-Classification SVM Algorithm Results are provided in Table 26. 

Table 26. SVM Multiclass Classification Accuracy 

Model SVM 

Success Rate 0,66 

Prediction Time (s) 0,0099 

 Multi-Classification SVM Cross Validation Results are presented in Table 27. 

Table 27. Cross Validation Results 
 1 2 3 4 5 Avg 

Cross Validation Rates 0,70 0,76 0,64 0,70 0,78 0,72 

 Multi-Classification NB Algorithm Results are provided in Table 28. 

Table 28. NB Multiclass Classification Accuracy 

Model SVM 

Success Rate 0,34 

Prediction Time (s) 0,04 

 The results obtained by applying SVM Cross Validation are given in Table 29. 

Table 29. NB Cross Validation Results 
 1 2 3 4 5 Avg 

Cross Validation Rates 0,31 0,34 0,25 0,32 0,37 0,32 

DISCUSSİON, CONCLUSION AND RECOMMENDATIONS 

The main aim of this study is to subject the features, attributes, educators, students, and all 
stakeholders involved in the educational and teaching process to analysis through modern evaluation 
methods introduced by contemporary technologies, in contrast to traditional assessment methods. In this 
context, the analysis of factors affecting students' academic achievements was conducted using educational 
data mining and machine learning techniques. 

Within the scope of educational data mining, this study, centered around the CRISP-DM method, conducted 
analysis and prediction using machine learning algorithms. The algorithms used in these prediction and 
analysis processes are RF, KA, KNN, SVG, and NB, totaling five. For each algorithm, binary classification was 
performed first, dividing final grades from 1 to 20 into two categories through binary classification. The range 
from 1 to 10, including 10, was categorized as low grades, and the range from 11 to 20, including 20, was 
categorized as high grades. Among the 33 attributes in the dataset, 17 categorical attributes were 
transformed into numerical features by converting them to 1 and 0 using the Pandas and Numpy libraries in 
the Python programming language. After these transformations, the dataset was divided into 40% training 
data and 60% test data, and the final grade was treated as the dependent variable, establishing models 
separately for prediction with five different algorithms. 

Out of these five algorithms, Random Forest algorithm provided the best prediction result with a success rate 
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of 0.91, followed by the SVM algorithm with a success rate of 0.87. The success rates of other algorithms are 
listed under the findings subheading in the subsection of binary classification. Within the Random Forest 
algorithm, the top five attributes that had the most impact on the dependent variable, the final grade, were 
listed in order. The five most influential features and their coefficients were, respectively, Not2 with a 
coefficient ratio of 0.24, Not1 with a coefficient ratio of 0.18, school absenteeism with a coefficient ratio of 
0.05, the duration of going out with a friend with a coefficient ratio of 0.032, and finally, age with a coefficient 
ratio of 0.031. 

Furthermore, the accuracies of the models established under each algorithm were re-evaluated with cross-
validation and the GridSearch method. For Random Forest, the highest value obtained in five cross-
validations was 94%, and the average of these five cross-validations was obtained as 0.91. After binary 
classification prediction processes, multiple classifications were performed for five algorithms, establishing 
modeling and prediction. In the multiple classification method, as in the binary classification, 40% training 
and 60% test data were separated. In the multiple classification method, final grades from 1 to 20 were 
divided into five categories: very low (0-9), low (10-11), medium (12-13), good (14-15), and very good (15-
20). As a result of this multiple classification, as in binary classification, the Random Forest application 
achieved the best prediction success with a success rate of 0.93. The decision tree algorithm followed with a 
success rate of 0.72. Five cross-validations were performed for multiple classification predictions. The 
average of these five cross-validations was obtained as 0.96. Finally, using the GridSearch technique, 
sensitivity and precision values were determined. For the multiple classification method, which separated 
into five categories, the precision rate for the very good grade class was 0.50, the sensitivity rate was 0.80, 
and the total score rate was 0.62. Other category coefficients are detailed in Table 20 under the findings 
section. 

When reviewing studies on predicting student academic performances, success rates vary between 0.85% 
and 95%, depending on the modeling techniques and algorithms used. The distinctiveness of this study is 
that five different machine learning algorithms were used for two different classification methods, predicting 
students' academic achievements, and predicting how much these features affect the result. 

Education and teaching are crucial for all societies, and they will continue to be so. Therefore, improving and 
increasing the quality of education will proportionally increase the quality of the society.  Other models can 
be added, such as gradient boosting machines (e.g. XGBoost, LightGBM), neural networks, or ensemble 
methods that combine multiple models for potentially better performance. Data augmentation techniques 
or synthetic data can be created to increase the dataset size and improve model training. Explainable AI 
techniques can be applied to understand and interpret the model's decisions. Tools such as SHAP (SHapley 
Additive exPlanations) or LIME (Local Interpretable Model-agnostic Descriptions) can provide information 
about feature importance and model behavior. Studies can be conducted to ensure that the model 
generalizes well to different student populations and educational settings. Stress testing can be done by 
adding noise and distortions to the data to evaluate the stability and flexibility of models. The models 
developed can be piloted in real educational environments to collect practical feedback and evaluate their 
effectiveness in real-world scenarios. Educators and administrators can be worked with to generate 
actionable insights from model predictions and ensure they can be integrated into instructional and 
intervention strategies.   Collaboration with other researchers and institutions can be encouraged to create 
larger, more diverse data sets that can provide richer information.  

This thesis study was conducted to contribute to the improvement of the quality of education and teaching. 
Educational data mining and machine learning can be used not only to predict students' academic 
performances but also to predict the performance of educators. In addition, the benefit of educational data 
mining and machine learning methods for guidance services of schools, educational institutions, and other 
educational organizations in interpreting and evaluating students should not be overlooked. Thus, guidance 
services can provide more effective guidance for students or educators within the academic process. In the 
future, with more data collected, more comprehensive machine learnings can be performed. 
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