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ABSTRACT

Studying worked examples has been found to be effective for learning problem solving, especially among students. However, students need to actively process example content to benefit from it and content must be structured in a manner that facilities knowledge construction. This study investigated the use of worked examples for teaching and learning programming. Programming involves problem analysis and solution generation. But students tend to jump to solution generation without adequately analysing the problem. Consequently, the current study designed and implemented a new worked example design that emphasised problem analysis and utilised highlighting through web technology to encourage active processing of example content. This study also evaluated the new design in a quasi-experiment in a university course in Malaysia, compared to subgoal labelled worked examples, and conducted over three sessions. Posttest performance was analysed using independent samples t-test and frequency distributions. The results suggested that worked examples based on the new design were more effective than subgoal labelled worked examples, with statistically significant difference in performance, and medium effect size for the first session. For the second and third sessions, performance was marginally better, with learning in both groups possibly limited by the complexity of the worked examples and assessments.
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INTRODUCTION

Programming knowledge and skill are essential for computer science and software engineering students enrolled at tertiary education institutions. Nowadays, with the ubiquitous use of information and communication technology, even science and engineering students are required to learn programming and to take, at least, an introductory programming course (Malhotra & Anand, 2019). Furthermore, in light of Industry 4.0, programming education is becoming increasingly important (dos Santos, Vianna Jr, & Le Roux, 2018). Programming education deals with development of programming knowledge and skill. Programming knowledge involves understanding of programming concepts and learning a programming language. Programming skill is basically problem solving skill where programming knowledge is applied to create a program that solves a given problem. Traditionally, the instructional method for programming knowledge and skill development has been to get students to solve problems. Alternatively, programming instructors may use worked examples (Renkl, 2014). A worked example basically contains a problem specification and a worked-out solution. It has been found that example-based learning is more effective than problem solving
especially for students or novice problem solvers (Atkinson, Derry, Renkl, & Wortham, 2000; Renkl, 2014; Sweller & Cooper, 1985). However, in order for students to fully benefit from studying worked examples, they must actively process the example content (Renkl, 2017). They need to carefully read and cognitively process it. More specifically, they should make an effort to understand what programming concepts have been applied and to explain to themselves how the solution addresses the problem. A promising approach to foster self-explanation is to embed explanations in different sections of the solution in the form of textual labels (Atkinson, Catrambone, & Merrill, 2003; Catrambone, 1998). Recently, there has been research interest in the use of worked examples with labels in the programming domain (Margulieux & Catrambone, 2016; Morrison, Margulieux, & Guzdial, 2015). In a labelled worked example, statements in the solution program are grouped and labelled to explain how each group addresses different aspects of the problem. The labels embedded in the solution describe the design of the solution with respect to the problem requirements or subgoals. Consequently, they have been named subgoal labels (Catrambone, 1998).

Programming involves both problem analysis and solution generation skills. But, novice programmers or beginners tend to quickly jump to solution creation without adequately analysing the problem. Loksa and Ko (2016) found that very few of the participants in their study engaged in problem analysis. This lack of problem analysis skill is not limited to the programming domain. In a study among mathematics students, for instance, Schoenfeld (1992) found that students spent only a short time, at the beginning of their problem solving activity, reading the problem and the rest of the time exploring a solution, compared to an expert who spent half of the time first trying to understand a complex problem. Thus, novice programmers should be made aware of the importance of problem analysis in addition to solution generation. They should be supported to learn how to analyse problems as well as create solutions.

In light of this need, the current study proposed a new worked example design. The first objective for the design was to help create awareness in students that problem analysis should be the first phase in the programming process where problem requirements are identified. It must also serve to illustrate how problems may be analysed. So, instead of inserting subgoal labels in the solution program, the current study proposed to list the requirements or subgoals identified for the given problem, separate from the solution program. But, this means that the links between the subgoals and associated solution statements are lost. Hence, the second objective for the new worked example design was to find another way to show these connections so that students are able to see which part of the solution addresses those subgoals, which in turn, encourages them to self-explain the connections. The current study proposed the use of web technology to draw their attention to these connections in order to help students visualise them.

Consequently, the first research question for the current study was: (1) How can worked examples be designed and implemented for teaching and learning introductory programming at tertiary level to satisfy the two objectives stated above? The current study also sought to evaluate the effectiveness of worked examples based on the proposed design compared to worked examples with subgoal labels for learning programming. Hence, the second research question was: (2) Is there any difference in programming performance of students using worked examples based on the proposed design and worked examples with subgoal labels? It is hypothesised that worked examples based on the proposed design would be more effective for learning introductory programming.

THEORETICAL FRAMEWORK

The current study draws on research from three different areas: computer science education (or more specifically, programming education), example-based learning, and technology-supported learning which is a subset of the larger area of education research. The following subsections discuss the findings and issues from these areas that are relevant to the current study.

Programming Education

Teaching and learning programming involves not only knowledge of programming concepts but also of the programming process. The main stages in programming process model as applied by researchers in
studies on teaching and learning programming (e.g. Shi et al. (2019)) are to understand the problem by breaking it down into smaller problems, and to design, implement, test, and debug a solution. The process model specified by McCracken, Almstrum, Diaz, et al. (2001) prescribed these steps: extract relevant information about the problem and generate subproblems; decide on solution strategies or sub-solutions and integrate them into a complete solution, and; evaluate whether it solves the overall problem. These programming process models concur that the first and important step is to analyse or understand the problem. For this reason, it is important that students realise that problem analysis is a necessary first step in the programming process. Moreover, they need to be supported in learning how to analyse programming problems.

Example-Based Learning

Learning from worked examples has been proposed as an alternative to learning through problem solving (Renkl, 2014). Since students do not expend cognitive effort in generating the solution, learning from worked examples requires less cognitive load, thereby freeing up more cognitive resources for knowledge construction (Sweller, 1994). Learning from worked examples is especially useful in initial stages of problem solving skill acquisition when cognitive load is high because students do not yet have the necessary knowledge. Atkinson et al. (2000) reviewed numerous studies that provide evidence of the effectiveness of using worked examples compared to learning through conventional problem solving. More recent studies (e.g. (Cardellini, 2014; Van Gog, Kester, & Paas, 2011) also corroborate those earlier ones.

However, the design of worked examples must take into consideration the following two issues. Firstly, worked examples must be appropriately structured in order to facilitate knowledge construction (Atkinson et al., 2000; Moreno, 2006). Information should be presented in a form that assists students to construct and organise knowledge so that future retrieval of the knowledge matches the knowledge requirements of the tasks at hand (Driscoll, 2005). For the current study, the intended learning outcome of worked example study is construction of knowledge of common subgoals and their associated solutions to support subsequent programming problem solving tasks. Hence, the worked example should be structured in a manner that serves that purpose.

Secondly, for effective learning from worked examples, students must actively process the information presented. Renkl (2014) highlighted the principle of self-explanation as crucial for learning from worked examples. Students explain to themselves the rationale of the solution. Some ways to promote self-explanation are to insert labels explaining the steps in the solution, as in labelled worked examples (Catrambone, 1998) and to present two or more examples that can be compared and contrasted (Patitsas, Craig, & Easterbrook, 2013).

Technology-Supported Learning

An important factor for learning is engagement. Student engagement has been defined in different ways and different types of student engagement have been conceptualised (for example, behavioural, emotional, and cognitive (Schindler, Burkholder, Morad, & Marsh, 2017)). For the purpose of the current study, student engagement is taken to mean cognitive engagement which is defined as “the degree to which students invest in learning and expend mental effort to comprehend and master content” (Schindler et al., 2017, p.19). Different indicators of student engagement have been identified such as persistence in learning, academic achievement, and knowledge construction (Henrie, Halverson, & Graham, 2015; Schindler et al., 2017). The current study regards knowledge construction as the indicator of student engagement. Students must engage with the learning material in order for them to process its content and build their knowledge. The underlying assumption for the current study is that the more students are engaged during worked example study, the better will be the knowledge gained, which in turn, improves future programming performance.

Technology may be used to promote student engagement. The findings of (Dunn & Kennedy, 2019) suggested that engagement with technology-supported instruction was positively correlated with student achievement at university level. Schindler et al. (2017) reviewed the literature over a five-year period to
examine the influence of technology on student engagement. Their study focused on students at tertiary education level. Their findings suggested that some types of technology may have positive influence on student engagement but that more research is still needed. They also recommended that, in instructional design practice, technologies should be selected carefully, taking into account the intended learning outcomes. Similarly, Spector (2013) stressed that learning goals must be considered when using technology for instruction and that research in technology-supported learning should examine how technology can generate engaging learning experiences.

An important aspect of student engagement is attention. Attention is a critical factor for learning to occur (Bester & Brand, 2013). Students must cognitively attend to the learning material presented to them. Their attention must be directed to the target that they should focus on (Bester & Brand, 2013). Research on technology-supported learning shows promise in the use of technology to capture student’s attention. Bester and Brand (2013) examined the effect of technology on attention and achievement. They conducted an experiment with two groups: one was provided instruction supported by technology and the other without technology support. They adopted the definition of attention as “a system of cognitive control in which the vast amount of information processed by the cognitive system is reduced to a tolerable level” (Bester & Brand, 2013, p. 13). In the context of the current study, attention is seen as a cognitive process whereby a student focuses on a specific part of the worked example while ignoring others at any one time. This permits a tolerable level of cognitive processing of that part. The results of the study in (Bester & Brand, 2013) showed statistically significant differences between the groups for both achievement and attention. Their results suggested that use of technology for instruction has positive effect on learning achievement and attention. In addition, they showed that attention, concentration, and motivation were correlated to achievement, which implied that it is highly likely that achievement improves if technology is able to capture the attention of students during instruction. Although the study was conducted among school children (12-13 year olds) and the topic areas were diverse (geography, English, and mathematics), the notion that technology may be used to capture a student’s attention, which in turn, may help improve a student’s achievement, is plausible for university level students studying programming as well.

Reading and understanding worked examples designed for programming domain requires the student to be cognitively engaged with the content. The student must be motivated to read the solution program and to understand how each part of the program addresses different aspects of the problem. Technology-supported learning is envisaged to support student engagement in studying worked examples for the programming domain by drawing their attention to the various parts of the solution program and its relation to the problem.

DESIGN AND IMPLEMENTATION OF WORKED EXAMPLES FOR PROGRAMMING DOMAIN

This section introduces the design and implementation of worked examples for teaching and learning introductory programming at tertiary level to answer the first research question. The design is also targeted to satisfy the two objectives stated earlier. In line with a general design, a worked example has a problem specification and a worked-out solution. For the programming domain, the solution is a complete program that solves the given problem. Besides, in order for students to understand how the program works, the new design includes a sample run section. It shows the output produced by the program given some sample input data. To achieve the first objective of emphasising problem analysis, the new design introduces a problem analysis section which contains a list of subproblems (in other words, the product of problem analysis). Thus, each worked example is structured to have four sections: problem, analysis, solution, and sample runs. For the analysis section, since common subproblems exist for similar types of problems, subproblems are generalised into broad categories and presented at two levels: subproblem category and subproblem details. The subproblem details are specific to the problem at hand but the subproblem category is more general. Furthermore, to emphasise that subproblems are issues that students should consider when analysing a problem, a subproblem category is listed as a question and the subproblem detail becomes the answer to the question.

Web technology (HTML5, CSS3 and JavaScript) is used to implement the worked example design. Each
worked example is built as a web page containing four sections as shown in Figure 1. The web page is interactive in the sense that it responds to a user’s action, specifically the user’s mouse movements. The web page also supports highlighting which is implemented as change in background colour of different parts of the content whenever the user moves the mouse over a subproblem in the analysis section. These features of interactivity and highlighting are used for two purposes.

![Figure 1. Example of a worked example with four sections](image)

Firstly, interactivity and highlighting are used to achieve the second objective of the worked example design, which is to help students visualise the connection between a subproblem and the parts of the solution that fulfil that subproblem. Whenever the user moves the mouse over a subproblem, the elements in the solution program, that solves the subproblem, are highlighted together with the subproblem. Secondly, they are used to highlight the different elements in the problem specification associated with a subproblem. The intention was to help students visualise the connection and illustrate how subproblems are derived from the problem specification. Examples of these highlightings are shown in Figure 2, where the highlighted elements have a blue colour background.

Another type of highlighting is the blue-lined box around some statements in the program. The purpose of this highlighting is to enable students to visualise the boundary of a block or control structure (such as the selection control structure in Figure 2) so that they realise which statements are inside the control structure and which are outside its boundary. The aim was to give more clarification on the extent of a block structure.

Additionally, when worked examples are used for teaching and learning, they should be presented as a set (Renkl, 2014) of at least two. Typically, the examples chosen to form a set share similar subproblems, i.e. they are structurally or logically similar problems. As students study and compare the different examples in the set, they should recognise the structural similarities of the problems. They should then be able to generalise information from the examples and construct knowledge about the characteristics of different types of problem. To implement this feature, hyperlinks are added at the top of each worked example web page for navigation to the next and/or previous page, as shown in Figure 2, in order to allow students to move through the set.
To evaluate the effectiveness of worked examples based on the proposed design compared to worked examples with subgoal labels for learning introductory programming, and answer the second research question, a pretest-posttest quasi-experiment with control and experimental groups was conducted in an introductory programming course at a university in Malaysia in the third trimester of 2017. The sampling technique used was purposive sampling (Etikan et al., 2016) where the criteria for participation were that the student must be enrolled in an introductory programming course and must be learning programming for the first time. The independent variable was the worked example design with two levels: worked example based on the proposed design (for experimental group) and labelled worked examples (for control group). The dependent variable was programming performance which was operationalized as a score achieved for programming problem solving questions given in the posttest. The pretest provided a way to determine the equivalence of the groups in terms of programming performance and knowledge prior to the learning activity. The pretests and posttests provided the means to collect quantitative data on programming performance which was analysed using statistical analysis.

The Course

The introductory programming course was one of the mandatory courses in a pre-degree (or foundation) programme leading to undergraduate degree programmes. The course syllabus was based on the procedural programming paradigm and the programming language used was C. The C programming language is commonly taught in programming courses for engineering programmes and there has been research interest in teaching and learning of such courses (e.g. (Altintas, 2016)). The introductory programming course was delivered through weekly two-hour lectures and two-hour practical classes in computer laboratories. During a practical class, students were expected to solve programming problems by applying concepts presented during lectures prior to the class. The experiment was conducted during three practical class sessions.

Participants

The participants were students from four intact practical classes of the course. Two of the classes were assigned to the control group and the remaining two to the experimental group. A majority (more than 95%)
of the participants were learning programming for the first time. Participants who had studied programming in prior courses were excluded in the data analysis. All participants gave consent for participation in the study. Ethical clearance was given by the ethics approval committee of the university. The participants were male and female students, aged between 18 and 19 years old, enrolled in a pre-degree programme leading to undergraduate engineering or science programmes.

**Learning Materials**

The worked examples for each experimental study session were created based on programming concepts, as listed in Table 1, which were part of the course syllabus and were commonly found in introductory programming textbooks. They were reviewed by three subject matter experts who had 15 or more years of experience teaching programming-related courses at tertiary level. The worked examples for both the control and experimental groups contained the same problems and solutions, and were arranged in the same order. They differed only in their designs.

| Table 1. Concepts illustrated and tested (with maximum scores) for the 3 sessions |
|-------------------------------|-------------------|-------------------|-------------------------------|
| Pretest item | Worked example | Posttest item |
| No. | Max. score | No. | Concept tested | No. | Max. score | Concept tested |
| **Session 1** | | | | | |
| 1 | 7 | if with else | 1 | 9 | nested if-else |
| 2 | 4 | if without else |
| 3 | 7 | if with else |
| (Max. total score = 20) | | | | | |
| **Session 2** | | | | | |
| 1 | 5 | counter-controlled loop | 1 | 7 | sentinel-controlled loop |
| 2 | 5 | user-controlled loop |
| 3 | 9 | user-controlled loop |
| (Max. total score = 21) | | | | | |
| **Session 3** | | | | | |
| 1 | 7 | if nested in loop, and accumulator | 1 | 7 | if nested in loop, and accumulator |
| 2 | if nested in loop, and accumulator |
| (Max. total score = 7) | | | | | |

For the control group, each worked example had only three sections (problem, solution, and sample runs) and labels were inserted in the solution program as comments (the lines starting with //), as shown in Figure 3. The comments represented the subgoals which corresponded to the subproblems listed in the analysis section in the proposed design. (For the remainder of the paper, worked examples based on the proposed design in the experimental group are called visualised worked examples and worked examples used by the control group are called labelled worked examples.) Although the labelled worked examples could have been printed on paper, they were presented in web pages so that the medium of delivery for both groups was controlled. There was no interactivity or highlighting in labelled worked examples but navigation links were included at the top.
Procedure

For each of the three class sessions, the stages of the experimental study were the same: pretest, independent learning activity (studying worked examples) and posttest. These were conducted first, after which the instructor conducted normal class activities. Posttests were conducted for each session, rather than only after the final session, so that the learning activity could be isolated as the main factor influencing the posttest scores and other factors, such as the instructor’s teaching or discussions among students, after their class, could be controlled. Similarly, pretests were conducted for each session so that the equivalence of the two groups in terms of programming performance prior to the learning activity could be determined.

Participants were allowed to spend as much time as they needed for the pretest, independent learning activity, and posttest. However, an overall time limit (60 minutes for sessions 1 and 2 and 30 minutes for session 3) was set. Both groups studied worked examples and performed the pretests and posttests using a web browser. Participants were not permitted to refer to the worked examples when answering the pretest and posttest questions. Neither were they allowed to discuss with other participants or refer to any other learning materials. In other words, the tests were conducted in examination-like conditions. The pretest and posttest scores did not contribute to the grade for the course. In the week prior to the first study session, participants were introduced to the study, invited to participate, and completed demographic information and consent forms.

The pretests, learning activity, and posttests for all sessions were conducted through the use of a web browser. The first web page gave an introduction to the session with information on what to expect in the following web pages. The participant was required to enter their name which would be recorded in the web server. The next web page presented the pretest item where the given problem was displayed together with a text input area where the participant typed the answer program. After typing the answer, the participant submitted it and it was saved on the web server. The next web page contained information about the learning activity with instructions to study the worked examples carefully. Then, the web pages containing the worked examples for the learning activity were presented. After the participant had studied the worked examples, they proceeded to the remaining web pages which presented the posttest items on individual web pages one by one. For each posttest item, the participant’s submitted answer was saved on the web server.

Measurement and Analysis
Programming performance of the participants was measured using programming assessment items in pretests and posttests. All items were problem solving questions which required participants to create a complete program as a solution to the problem. This reflected the knowledge and skill expected to be gained by the participants from studying the worked examples, which showed how problems were solved through application of different programming concepts. Because of the problem-solving nature of the test items, which required time for the participants complete, the number of items for the posttest was kept small. The posttest for sessions 1 and 2 were limited to 3 items since they were isomorphic to the 3 worked examples presented in those sessions, with the same structure as the worked example problems but different surface features. For session 3, only 1 item was used for the posttest because the solution involved the merging or composition of two programming concepts presented in the 2 worked examples for that session. The posttest items were given in the same sequence for both the control and experimental groups. As the performance on the pretest was expected to be low, the pretest was limited to only one item for all three sessions in order to sustain the motivation of the participants to complete the learning activity and posttest (Mulder, Lazonder, & De Jong, 2014). Table 1 shows the number of items, concepts tested, and maximum scores for the pretest and posttest items for each session. The pretest item for each session consisted of only one question which asked participants to write a program to solve a problem using the programming concept that was to be presented in the worked examples for that session. Scores were given for different statements in the answer program with a maximum score of 7, 5, and 7 for each of the three sessions respectively. For the posttest, there were three items for sessions 1 and 2, and one item for session 3. The posttest items were meant to assess the participants’ programming performance after they had studied the worked examples for the sessions. For each posttest item, the participants had to write a program to solve a problem, just as for the pretest items, and scores were given for different statements in the program, as was done for the pretest items. The maximum total score for the posttest items was 20, 21, and 7 for each of the respective sessions.

The pretest and posttest items and rating protocol were reviewed by the three subject matter experts. For session 1, the pretest and posttest responses for two of the classes (one control and one experimental) were scored by two independent raters based on the rating protocol. This constituted responses from 49% of the total number of participants for session 1. The intraclass correlation coefficient (ICC) obtained was .93 which indicated that the interrater reliability for the 2 raters’ scorings was high. The responses for remaining sessions were rated by one rater. Independent samples t-test was used to compare the experimental and control groups’ pretest and posttest score means. A p value (two-tailed) of less than .05 was considered statistically significant. In addition, frequency distributions of posttest scores across 4 different ranges (roughly equivalent to 4 quartiles) for the two groups were compared.

FINDINGS

Session 1

Data was collected from a total of 87 participants for this session. Demographic information for the experimental and control groups is shown in Table 2.

Table 2. Demographic information for session 1

<table>
<thead>
<tr>
<th>Group</th>
<th>Female</th>
<th>Male</th>
<th>Engineering</th>
<th>Science</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>13</td>
<td>31</td>
<td>22</td>
<td>22</td>
<td>44</td>
</tr>
<tr>
<td>Control group</td>
<td>12</td>
<td>31</td>
<td>29</td>
<td>14</td>
<td>43</td>
</tr>
</tbody>
</table>

The independent samples t-test analysis to compare pretest performance of the experimental and control groups showed that there was no significant difference between the experimental group (M=1.95, SD=1.509) and control group (M=1.60, SD=1.81), as shown in Table 3. Hence, the two groups were considered comparable in programming ability and knowledge prior to the learning activity.
The t-test analysis to compare performance on posttest showed that participants in the experimental group had significantly better performance (M=13.93, SD=4.90) than those in the control group (M=11.26, SD=6.08), as shown in Table 4. The effect size (Cohen’s d) was 0.5 which indicated a medium effect on learning for visualised worked examples compared to labelled worked examples.

Table 4. The t-test analysis of the posttest score means for session 1

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>44</td>
<td>13.93</td>
<td>4.90</td>
<td>2.26</td>
<td>85</td>
<td>0.03</td>
</tr>
<tr>
<td>Control group</td>
<td>43</td>
<td>11.26</td>
<td>6.08</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The distribution of posttest scores across different ranges for both groups is graphically represented in Figure 4. It shows that 75.0% of participants in the experimental group obtained 50% or more of the maximum total score (i.e. scores of between 11 and 20) compared to 60.5% for the control group. These results suggest that visualised worked examples were more effective for learning than labelled worked examples.

Figure 4. Distribution across posttest score ranges for the 2 groups for session 1.

Session 2

There were a total of 79 participants in session 2 (note: the total number of participants varied across sessions due to student absence from class). Demographic information for the experimental and control groups is shown in Table 5.

Table 5. Demographic information for session 2

<table>
<thead>
<tr>
<th>Group</th>
<th>Female</th>
<th>Male</th>
<th>Engineering</th>
<th>Science</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>12</td>
<td>27</td>
<td>19</td>
<td>20</td>
<td>39</td>
</tr>
<tr>
<td>Control group</td>
<td>9</td>
<td>31</td>
<td>27</td>
<td>13</td>
<td>40</td>
</tr>
</tbody>
</table>

There was no significant difference in pretest performance between the experimental group (M=1.00, SD=1.61) and control group (M=1.00, SD=1.84) (Table 6). For the posttest, participants in the experimental group had marginally better performance (M=7.74, SD=5.97) than those in the control group (M=7.23, SD=6.50) but the difference was not statistically significant (Table 7).

Looking at the distribution of posttest scores (Figure 5), it is observed that about two-thirds of the participants in the experimental group (66.6%) and the control group (67.5%) obtained a score of 10 or less (i.e. less than 50% of the maximum score). This implies that the complexity of the test items (and correspondingly the worked examples) was high. However, the percentage of participants who performed poorly (in the lowest range of 0-5) in the experimental group (41.0%) was slightly smaller than for the control group.
group (45.0%). On the other hand, the percentage of participants who performed well (in the highest range of 16-21) in the experimental group (15.4%) was double that of the control group (7.5%). This suggests that the visualised worked examples were more helpful for learning than labelled worked examples.

Table 6. t-test analysis of the pretest score means of the two groups for session 2

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>t</th>
<th>df</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>39</td>
<td>1.00</td>
<td>1.61</td>
<td>.00</td>
<td>77</td>
<td>1.00</td>
</tr>
<tr>
<td>Control group</td>
<td>40</td>
<td>1.00</td>
<td>1.84</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. t-test analysis of the mean posttest score means of the two groups for session 2

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>t</th>
<th>df</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>39</td>
<td>7.74</td>
<td>5.97</td>
<td>.37</td>
<td>77</td>
<td>0.71</td>
</tr>
<tr>
<td>Control group</td>
<td>40</td>
<td>7.23</td>
<td>6.50</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Distribution across posttest score ranges for the 2 groups for session 2

Session 3

A total of 78 students participated in the study for session 3. Demographic information for the experimental and control groups is shown in Table 8. There was no significant difference in pretest performance for the experimental (M=1.67, SD=2.39) and control groups (M=1.54, SD=2.211) (Table 9). As was the case for session 2, participants in the experimental group had marginally better performance (M=3.79, SD=2.05) than those in the control group (M=3.59, SD=2.09) for the posttest and the difference was not significant (Table 10).

From the distribution of posttest scores (Figure 6), it is observed that a higher percentage of participants in the experimental group (56.4%) obtained scores of 50% or more of the maximum score (i.e. between 4-7) compared to the control group (48.7%). This suggests that visualised worked examples were more beneficial for learning than labelled worked examples.

Table 8. Demographic information for session 3

<table>
<thead>
<tr>
<th>Group</th>
<th>Female</th>
<th>Male</th>
<th>Engineering</th>
<th>Science</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>13</td>
<td>26</td>
<td>18</td>
<td>21</td>
<td>39</td>
</tr>
<tr>
<td>Control group</td>
<td>10</td>
<td>29</td>
<td>25</td>
<td>14</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 9. The t-test analysis of the pretest score means for session 3

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>t</th>
<th>df</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>39</td>
<td>1.67</td>
<td>2.39</td>
<td>0.26</td>
<td>76</td>
<td>0.81</td>
</tr>
</tbody>
</table>
Control group  39  1.54  2.21

Table 10. The t-test analysis of the posttest score means for session 3

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental group</td>
<td>39</td>
<td>3.79</td>
<td>2.05</td>
<td>.44</td>
<td>76</td>
<td>0.66</td>
</tr>
<tr>
<td>Control group</td>
<td>39</td>
<td>3.59</td>
<td>2.09</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. Distribution across posttest score ranges for the 2 groups for session 3

DISCUSSION

The empirical study compared the performance of learning from visualised worked examples and labelled worked examples to answer the second research question. With programming performance as an indicator of learning gains, in general, the results suggested that visualised worked examples were more effective than labelled worked examples for learning introductory programming, as was hypothesised. For session 1, the difference in programming performance after worked examples learning was statistically significant and there was a medium effect. This suggested that visualised worked examples provided much better learning gains from example-based learning than labelled worked examples. The interactivity and highlighting that emphasised specific elements in the problem analysis, problem specification, and solution sections, may have guided participants’ attention to the relevant parts of the worked example to focus on and relate together. This could have encouraged better processing of learning content and led to better learning, and subsequently, better performance. This finding is consistent with previous studies on visual highlighting (Jamet & Fernandez, 2016; Lin, Atkinson, Savenye, & Nelson, 2016) which showed positive effects on learning.

For sessions 2 and 3, although visualised worked examples led to higher programming performance for learning from worked examples, the difference was marginal, probably because of the complexity of the content and the programming assessment. If the worked examples were too complex for the students to understand, it could explain the low learning achievement for both experimental and control groups. The complexity could be caused by high element interactivity (Van Merriënboer & Sweller, 2005) which refers to the degree of interrelationships among the elements in learning materials that students have to attend to simultaneously. The worked examples used in session 2 contained more components that participants had to focus on and relate together compared to those used in session 1. Furthermore, the programming assessment in session 3 was more complex than that for session 1 because participants had to merge two programming concepts presented in the two worked examples for that session and compose the solution. These factors probably limited the learning, and therefore, the performance.

Some threats to validity in the current study are noted as follows. Since intact classes were used, the participants were not randomly assigned to the two groups. However, the pretests provided a way to evaluate the equivalence of the groups. There were no significant differences between the groups in the
pretests for all three sessions. The four classes were taught by three different instructors, which might have led to instructor effect. One of the instructors handled two of the classes. To balance out any instructor effect, one of the two classes taught by the same instructor was assigned to the experimental group while the other to the control group. However, instructor effect would be minimal since the learning activity involved independent learning without any instructor assistance. Also, the posttest was conducted immediately after the learning activity, before the instructors’ normal class activities. However, there is a possibility that the instructors’ activities could affect the subsequent study session. But, the same lecture notes and practical sheets were used for all classes. Again, the pretests provided a way to determine any influence of instructors, and it was found that the control and experimental groups had comparable programming performance prior to the learning activity for all three sessions.

CONCLUSION

This paper proposed a new design for worked examples to be used for teaching and learning introductory programming among tertiary education students. The design intentions were to encourage students to attentively examine the learning content, and hereby improve their programming knowledge, as well as to assist in development of their problem analysis and solution generation skills in programming. The proposed worked example design was implemented and evaluated in an empirical study to compare its effectiveness for learning introductory programming with subgoal labelled worked example design. The study results suggested that the proposed design was more effective for example-based learning for some topics and equally as effective for others. Just as subgoal labelled worked examples are theorised to support better learning from examples because they encouraged students to self-explain the example content, the empirical results of the current study suggested that the proposed design may provide as good or even better support.

The current study contributed to empirical research on the use of worked examples for learning introductory programming at tertiary level. Further research is needed to improve the proposed worked example design and implementation to cope with complexity of learning content. Furthermore, studies similar to the current should be conducted at other tertiary education institutions where introductory programming is taught. Based on the potential usefulness of the proposed design, programming instructors at tertiary education institutions who wish to adopt example-based learning could utilise the proposed design for worked examples in order to improve the effectiveness of learning from worked examples.
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